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There’s Plenty of Room at the Bottom
(American Physical Society, 1959)

“Why can’t we make them 
[computers] very small, make them 
of little wires, little elements—and 
by little, I mean little. For instance, 
the wires should be 10 or 100 atoms 
in diameter”

Richard Feynman
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But there was a lot to be gained from specialization
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But, for decades this didn’t happen in computing

WEB BROWSER EXCEL DATABASES



Specialization is unattractive if the universal 
technology is getting better quickly

Fast Improvement Slow Improvement
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Benefit from specializing Benefit from not specializing

Source: Thompson & Spanuth (2021).  The Decline of Computers as a general-purpose technology. Communications of the ACM.
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Implication 1: 
Computing is becoming more integrated…and therefore siloed

Old Model: 
Modularity

New Model: 
Silos

© Neil Thompson
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Implication 2: 
Companies will either need more expertise or need to give up more control

Old Model: 
Focus on Software

New Model: 
Take control or give it up

© Neil Thompson
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Implication 3: 
Not everyone will get computing improvements

Old Model: 
Rising Tide lifts all Boats

New Model: 
Some rise, others do not

© Neil Thompson



Growth in Computing Power in A.I.

15Note: Red line shows the biggest models in each period
Source: Thompson et al. (2020).  The Computational Limits of Deep Learning. https://arxiv.org/abs/2007.05558

Based on data from OpenAI & Leiserson et al.

https://arxiv.org/abs/2007.05558


• Moore’s Law drove enormous computing power improvements
– Had a big impact on tech-focused firms
– But is now slowing

• This is overturning the dynamics that kept chips “universal”
– Increasingly firms are turning to specialization to get performance gains

• This is having big impacts on the shape of computing
– Computing is becoming more siloed (as happened to home motors)
– Companies will increasing need to integrate into hardware or give up 

control
– There is an increasing risk of being “left behind” by computing progress
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Summary



In case you want to know more
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